An Empirical Investigation of the Possibility of Stochastic Systematic Risk in the Market Model

I. Introduction and Summary

In most empirical work on the market model, the parameters of that model are estimated by ordinary least squares, effectively assuming that the systematic risk of an asset, or portfolio, is constant through time. However, a plausible alternative hypothesis would allow the systematic risk of the stock of a company to vary through time. Such variation may arise through the influence of either microeconomic factors (such as operational changes in the company, or changes in the business environment peculiar to the company), or macroeconomic factors (such as the rate of inflation, general business conditions, and expectations about relevant future events). A detailed discussion of these points is provided by Rosenberg and Guy (1976a, 1976b). Support for the hypothesis that systematic risk varies through time is provided in the studies by Jacob (1971), Blume (1975), and Fabozzi and Francis (1978).

In this paper we allow the possibility that systematic risk of an asset is stochastic. In principle, an attempt to model this stochastic behavior could be made through allowing systematic risk to follow a member of the general ARIMA class of models of Box and Jenkins (1970). Ideally, the available data would be employed to suggest a specific model from this general class. However, this approach has to face very serious...
methodological and computational difficulties, so that in this paper, as a modest first step, attention is restricted to the first-order autoregressive model. This includes, of course, as a special case, the random coefficient model in which systematic risk is taken to be white noise. The random coefficient model has been used in this context by Fabozzi and Francis (1978), Lee and Chen (1980), Alexander and Benson (1982), and Fabozzi, Francis, and Lee (1982). The use of the first-order autoregressive model has been considered by Sunder (1980) and Ohlson and Rosenberg (1982).

The purpose of the present paper is twofold. In the following section we briefly discuss some methodological issues arising in estimation and, more particularly, in hypothesis testing when the market model is generalized to allow the possibility that systematic risk follows a first-order autoregressive process. Our concern here is with the exposition of efficient procedures useful in the analysis of market data.

The third section of the paper reports the results of an extensive empirical study, in which the market model was fitted to monthly rates of returns for a large sample of stocks. Broadly speaking, we conclude that there is strong evidence for rejection of the fixed-parameter model against the alternative that systematic risk is stochastic. However, the case against the hypothesis that the autoregressive parameter, in the model for systematic risk, is zero is far less strong. Furthermore, based on the results of this particular study, we cannot make a strong case against the appropriateness of the random coefficient model.

II. Some Methodological Issues

Let \( R_t \) denote the rate of return, in the \( t \)th time period, on an asset and \( R_{mt} \) the corresponding market rate of return. Then we will write the market model

\[
R_t = \alpha + \beta_t R_{mt} + \epsilon_t,
\]

(1)

where \( \epsilon_t \) is a random error term. The hypothesis of fixed systematic risk then implies, of course, that in (1) \( \beta_t \) is constant through time. As an alternative, we consider the possibility that \( \beta_t \) follows a first-order autoregressive process, with mean \( \bar{\beta} \), so that

\[
\beta_t - \bar{\beta} = \phi(\beta_{t-1} - \bar{\beta}) + a_t,
\]

(2)

where \( a_t \) is white noise, assumed to be independent of the process \( \epsilon_t \). The special case of (2), where \( \phi = 0 \), is the random coefficient model.

The stochastic parameter model (1)–(2) can be estimated through numerical maximization of the exact log likelihood function, based on an assumption that the white noise error terms \( \epsilon_t \) and \( a_t \) are normally
distributed. Pagan (1980) shows how the exact log likelihood function for such models can be constructed through use of the Kalman filter algorithm. Pagan also provides a convenient procedure for computing the information matrix of the parameters, so that asymptotic standard errors for the maximum likelihood estimators can be obtained. Some simplification of the computations necessary for the maximum likelihood estimation of the model (1)–(2), for the cases where $\phi$ is unrestricted and where $\phi = 0$, are available in Bos (1982).

In practical applications, a number of hypotheses about the parameters of the model (1)–(2) may be of interest. In particular, in our empirical investigation of the following section we will want to consider tests of three hypotheses:

i) For a process with stochastic parameters, so that the variance, $\sigma^2_a$, of $a_t$ of (2) is taken to be bigger than zero, we can test the null hypothesis of a random coefficients model against the alternative that the parameters $\beta$, obey a first-order autoregressive process with nonzero parameter $\phi$. Thus, the null hypothesis to be tested is that $\phi$ in (2) is zero. Two tests of this hypothesis immediately suggest themselves. First, the ratio of the estimate of $\phi$ to its estimated standard error can be used, based on the asymptotic normality of the corresponding random variable. Alternatively, the likelihood function can be maximized subject to the constraint $\phi = 0$ and a likelihood ratio test employed.

ii) We may wish to test the null hypothesis of a fixed-parameter model against the alternative of a random coefficient model. Thus the null hypothesis is that $\sigma^2_a$ is zero, while the alternative is that this variance is positive, with the autoregressive parameter $\phi$ taken to be zero. An asymptotically valid procedure can be obtained through the Lagrange multiplier test of Silvey (1959), since, as noted by Chant (1974), the asymptotic null distribution of the test statistic remains $\chi^2$ when the null hypothesis forces parameters to be on the open boundary of the parameter space implied by the alternative hypothesis. In fact, Breusch and Pagan (1979) have derived the form of the Lagrange multiplier test statistic for general problems of this nature, though it should be emphasized that for this particular problem the appropriate alternative hypothesis is one-sided.

iii) Finally, we would like to test the null hypothesis of a fixed-parameter model against the alternative that $\beta$, is stochastic and obeys a first-order autoregressive process but, by contrast with ii, with the autoregressive parameter $\phi$ unspecified. Since the nuisance parameter $\phi$ is unidentified under the null hypothesis, this problem differs from the usual hypothesis-testing framework. However, Davies (1977) has shown in general how the Lagrange multiplier test can be extended to deal with this type of problem. The details of Davies’s test have been worked out for this particular application by Watson (1980).
III. Stochastic Parameters and the Market Model: An Empirical Investigation

We fitted the model (1)–(2) to monthly data on a sample of 464 stocks traded on the New York Stock Exchange. These data, covering a period of 10 years from January 1970 to December 1979, were taken from a monthly COMPUSTAT computer tape. The market rate of return, \( R_{mt} \) of (1), is the return on the value-weighted market portfolio taken from a monthly computer tape from the Center for Research in Security Prices (CRSP) at the University of Chicago. The stochastic parameter market model was estimated by numerical maximization of the exact log likelihood function. Table 1 shows a summary of the results of some of the hypothesis tests described in the previous section.

The first column of table 1 shows the results of the Lagrange multiplier test of the null hypothesis of a fixed-parameter model, that is,

\[ H_0: \sigma^2_a = 0, \]

against the random coefficient alternative,

\[ H_1: \sigma^2_a > 0, \quad \phi = 0. \]

We see that, at the 5% significance level, the null hypothesis is rejected for a clear majority of our series, while the fixed-parameter model is rejected at the 1% level for very nearly one-half of these series. The second column of the table gives results for the Davies-Watson test of

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>Summary of Some Test Results for the Market Model (464 Stocks)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Five-percent-level tests:</td>
<td></td>
</tr>
<tr>
<td>Number</td>
<td>270</td>
</tr>
<tr>
<td>Percentage</td>
<td>58.2</td>
</tr>
<tr>
<td>One-percent-level tests:</td>
<td></td>
</tr>
<tr>
<td>Number</td>
<td>231</td>
</tr>
<tr>
<td>Percentage</td>
<td>49.8</td>
</tr>
</tbody>
</table>

Notes:
1. Number of rejections of \( H_0: \sigma^2_a = 0 \) against \( H_1: \sigma^2_a > 0, \phi = 0. \)
2. Number of rejections of \( H_0: \sigma^2_a = 0 \) against \( H_1: \sigma^2_a > 0, \phi \) unspecified.
3. Number of series for which \( H_0: \sigma^2_a = 0 \) is rejected against \( H_1: \sigma^2_a > 0, \phi \) unspecified, and \( H_0: \phi = 0 \) is rejected against \( H_1: \phi \neq 0 \), using the likelihood ratio test.
4. Number of series for which \( H_0: \sigma^2_a = 0 \) is rejected against \( H_1: \sigma^2_a > 0, \phi = 0 \), and \( H_0: \phi = 0 \) is rejected against \( H_1: \phi \neq 0 \), using the likelihood ratio test.
5. Number of series for which \( H_0: \sigma^2_a = 0 \) is rejected against \( H_1: \sigma^2_a > 0, \phi \) unspecified, and \( H_0: \phi = 0 \) is rejected against \( H_1: \phi \neq 0 \), using the t-test based on \( \phi \).
6. Number of series for which \( H_0: \sigma^2_a = 0 \) is rejected against \( H_1: \sigma^2_a > 0, \phi = 0 \), and \( H_0: \phi = 0 \) is rejected against \( H_1: \phi \neq 0 \), using the t-test based on \( \phi \).
the null hypothesis of a fixed slope parameter in the market model, against the alternative that this parameter is stochastic, obeying a first-order autoregressive process, that is, $H_1: \sigma^2_\alpha > 0$, $\phi$ unspecified. In aggregate, the results for these two tests are very similar. Taken together, our evidence casts very serious doubt on the hypothesis that the fixed-parameter market model for assets is generally appropriate.

When there is evidence suggesting that systematic risk is stochastic rather than fixed, it becomes relevant to ask whether the risk parameter is purely random or autocorrelated, obeying, perhaps, a first-order autoregressive process with nonzero parameter $\phi$. Thus, in columns 3–6 of table 1, we show results for tests of the null hypothesis, $H_0: \phi = 0$, against the alternative, $H_1: \phi \neq 0$, for those series for which evidence of stochastic parameters was found. Both the likelihood ratio test and a $t$-test based on the ratio of the maximum likelihood estimate, $\hat{\phi}$, of the autoregressive parameter to its estimated standard error were employed. Though the latter test indicated more significant results than the former, the overall impression remains that the evidence of autoregressive rather than purely random behavior in systematic risk is not very strong for the great majority of assets in our sample. For example, at the 5% significance level, the null hypothesis of fixed parameters was rejected by the Davies-Watson test for 272 of the 464 stocks. For the 272 stocks, the hypothesis of a random coefficient model was rejected at the 5% level for only 37 and 75 stocks, respectively, using the two tests.

It is pertinent to ask, given these observations, whether we have found strong evidence in favor of the random coefficient specification, or simply failed to find strong evidence against it. In fact, we believe that the latter interpretation is the more appropriate, as evidenced by the results in table 2. This table summarizes the values found for the

| $-1$ to $-.9$ | 15 | 8 | 0 to .1 | 25 | 22 |
| $-.9$ to $-.8$ | 11 | 7 | .1 to .2 | 33 | 25 |
| $-.8$ to $-.7$ | 20 | 14 | .2 to .3 | 28 | 24 |
| $-.7$ to $-.6$ | 29 | 17 | .3 to .4 | 18 | 11 |
| $-.6$ to $-.5$ | 28 | 15 | .4 to .5 | 17 | 7 |
| $-.5$ to $-.4$ | 25 | 18 | .5 to .6 | 13 | 6 |
| $-.4$ to $-.3$ | 18 | 12 | .6 to .7 | 18 | 10 |
| $-.3$ to $-.2$ | 27 | 21 | .7 to .8 | 8 | 6 |
| $-.2$ to $-.1$ | 27 | 18 | .8 to .9 | 13 | 8 |
| $-.1$ to 0 | 24 | 18 | .9 to 1 | 8 | 6 |

Notes:
1. Numbers for all 405 series.
2. Numbers for those series for which $H_0: \sigma^2_\alpha = 0$ is rejected at the 5% level by the Davies-Watson test.
maximum likelihood estimate of the autoregressive parameter $\phi$. In fact, for 59 of our 464 series the stochastic parameter model could not be estimated. In these cases, the likelihood function attained its maximum at $\sigma^2 = 0$, so that $\phi$ was unidentified, suggesting strongly, of course, the appropriateness of the fixed-parameter specification for these series. For the remaining 405 stocks, table 2 shows the values obtained for the maximum likelihood estimates $\hat{\phi}$, both for all series and for those for which the null hypothesis of fixed parameters (or time-invariant systematic risk) was rejected at the 5% level by the Davies-Watson test.

The results in table 2 do not indicate a terribly tight clustering of the autoregressive parameter estimates around zero, even when attention is restricted to those cases in which the fixed-parameter model is rejected at the 5% level. On the contrary, a great many of the parameter estimates differ substantially from zero. This observation suggests that our tests of the hypothesis $\phi = 0$ may not be very powerful. We confirmed the impression by noticing that very frequently the asymptotic standard errors associated with the parameter estimate $\hat{\phi}$ were large.

On the basis of our analysis of 120 monthly observations on each of 464 stocks, we have found strong evidence for randomness of systematic risk in the market model. We have not, however, found a great deal of evidence that risk is autocorrelated rather than purely random. Longer series of observations would, of course, have led to more powerful tests of this last hypothesis. However, this consideration must be balanced against the possibility of model instability through time. Our results are also restricted to monthly data. It is likely that any autoregressive behavior in systematic risk would be more manifest in data observed at shorter time intervals, though we have no empirical evidence to offer on this question.
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